**8. Mesterséges intelligencia alapú paraméter predikció algoritmus fejlesztése.**

(Kísérleti fejlesztés), 300 embernap

Részfeladat tartalma (kötött szöveg, a jóváhagyott pályázatban pontosan így szerepel):

Mesterséges intelligencia alapú paraméter predikció algoritmus fejlesztése. Az előző részfeladatokra építve, olyan algoritmus kifejlesztése, amely tetszőleges vevői igényhez meg tudja határozni az ahhoz lehető legközelebb álló receptúrát, és az összetétele alapján kikalkulálja annak anyagköltségét. Ezen felül a felhasználókat kiszolgáló webes platform felépítése. Elsősorban szoftverfejlesztési feladat.

**8.1 Bevezetés**

A mesterséges intelligencia (AI) alkalmazása valósággal forradalmasította a gazdaság számos területét, és ez a folyamat jelenleg is gyorsuló ütemben nyer teret: egyes területeken nagyságrendekkel könnyíti meg a munkát, átalakítja a gazdaságot, globális szinten munkahelyek millióit teszi fölöslegessé.

Eleinte szűk értelemben vett informatikai tevékenységnek tekintették, mint az IT szektor egyik témáját, de egyre több területen mutatta be előnyeit, így például a Big Data-ból való következtetések levonásában [2]. Az AI-n alapuló folyamatok megismerése és előrejelzése így válik a kereskedelmi és műszaki kockázatok optimalizálásának az alapjává [3, 4].

A mérnöki tudományokban is egyre inkább támaszkodnak a mesterséges intelligencia felhasználására bizonyos tulajdonságok vagy összefüggések előrejelzésében. A mérnöki gyakorlat általában örömmel fogadja azokat az új lehetőségeket, amelyek megkönnyítik és jobb hatásfokúvá teszik a munkát [5, 6]. Sikerrel alkalmazták az AI alapú megoldásokat többek között a gépek, berendezések működésének modellezésére [7], a gyártási technológiák fejlesztésére és értékelésére és új szerkezeti anyagok kifejlesztésére [8]. Alkalmazzák továbbá mélyépítési [9], valamint közlekedési [10], villamos automatizálási [11] vagy kompozitok mechanikájával kapcsolatos [12] feladatok támogatására.

A szerkezeti anyagok fejlesztéseken belül igen nagy előnye az AI-nek, hogy képes a nemlineris folyamatok jó modellezésére is. Így például a [13]-ban a szerzők gépi tanulási megközelítést javasoltak tetszőleges alakú és zárványeloszlású kompozitok effektív rugalmas tulajdonságainak előrejelzésére. Kidolgozták a spline neurális hálózatok módszerét a kompozitok effektív Young-modulusának és Poisson-tényezőjének előrejelzésére. Numerikus kísérletekkel bebizonyították, hogy egy jól kialakított hálózat hatékonyan, pontosan képes összefüggéseket találni bonyolult szerkezetű kompozitok mechanikai tulajdonságai és mikroszerkezetei között.

Chen et al. [14] a közvetlen véges térfogatátlagoló mikromechanikán (FVDAM) és a hosszú rövid távú memórián (LSTM) alapuló integrált helyettesítő megközelítést vizsgált a kompozit anyagok elasztoplasztikus válaszának előrejelzésére. Az e cikkben javasolt struktúra életképes alternatívát nyújthat a kompozitok előzményfüggő válaszának közvetlen adatelemzésből történő meghatározására, anélkül, hogy meg kellene érteni a homogenizálási technikák mögöttes deformációs mechanizmusát. Természetesen az ily módon nyert empirikus eredmények nagy lökést adnak az elméleti munkának is azáltal, hogy ismert a végeredmény, „csak” az oda vezető utat kell megérteni.

A [15] irodalomban a gépi tanulást polimer nanokompozitokra alkalmazták az anyagtulajdonságok előrejelzésére, a folyamatok optimalizálására, a mikroszerkezeti elemzésre, valamint a bonyolult gyártási folyamatok miatt az anyagban és tulajdonságaiban felmerülő bizonytalanságok számszerűsítésére. Ez azért volt sikeres, mert az optimalizálás az ML egyik fő erőssége. Ez magában foglalja a különböző modellek többszöri betanításának folyamatát, ami bonyolult szimulációk esetén gyakran megoldhatatlan más módon. Egy optimalizáló algoritmus mindaddig iteratív módon vizsgálja a különböző lehetséges megoldásokat, amíg kielégítő eredményt nem kap. Három fő jellemző határoz meg egy optimalizálási problémát: (1) változók, azok a paraméterek, amelyeket az algoritmus módosíthat; (2) a peremfeltételek; és (3) a célfüggvény, amely felé az algoritmus halad.
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**8.2 Az algoritmus kifejlesztéséhez alkalmazott módszerek**

Az új anyagok tulajdonságainak kiszámítása nagyon bonyolult, időigényes és költséges feladat. Ez az erőfeszítés csökkenthető a gépi tanulás módszereivel. Mert az AI több millió anyag tulajdonságait képes megjósolni akár 1000 anyagszimuláció eredményeiből. A feladatot bonyolítja, hogy nemcsak az anyagok összetétele, hanem az új anyag elkészítési módja, a gyártás körülményei is befolyásolja az új anyag tulajdonságait.

A mesterséges intelligencia abban az esetben is segíthet, ha nincs szimulációs módszerünk egy anyaghoz, de hagyjuk, hogy az algoritmus automatizált kísérletekben tanuljon, így az AI ezután javasolja a következő kísérletet. Mindezekkel a módszerekkel rendkívüli módon felgyorsítható a kutatás-fejlesztés. Ez AI-módszerek egyik nagy előnye.

Mint minden hasonló projekt esetén, az algoritmus fejlesztése nálunk is az adatok gyűjtésével kezdődött. Először összegyűjtöttük sok, már létező műgyanta-komponens adatait, mint például a kémiai összetételüket, a gyártási paramétereiket és a műszaki tulajdonságaikat. Ezek az adatok egyrészt elérhetők a szakirodalomban és a szabadalmi dokumentumokban, másrészt ennél is megbízhatóbb információkat nyerhetünk a Polinvent Kft saját kísérleteiből épített adatbázisból is, amelyet részletesen bemutattunk az első munkaszakasz 4. részfeladata kapcsán.

A következő lépés az adatok előkészítése és a megfelelő adatbázis létrehozása, amely magában foglalja a műgyanta-komponensek összetételi adatait, valamint a folyékony gyantakeveréken és a megszilárdult gyantán mért paramétereket. Az adatok előkészítése statisztikai értelemben magában foglalja a zaj csökkentését, a hiányzó adatok helyreállítását és az adatok normalizálását, hogy a modellezési folyamat során az adatokat össze lehessen hasonlítani.

Ezután alakítottuk ki a gépi tanulási algoritmust, ami lehetővé teszi, hogy előrejelzést készítsünk a különböző alapanyagok kombinációi alapján létrehozott új gyanták műszaki tulajdonságairól. A Supervised Learning (felügyelt tanulás) során a műgyanta-komponensek adatai alapján tanult az algoritmust, hogy azok alapján készítsen előrejelzéseket az új kombinációkról.

A műgyanta-komponensek előrejelzésére alkalmas algoritmus fejlesztése sok adatgyűjtést, adatfeldolgozást és gépi tanulási algoritmusok tesztelését igényelte. Az eredmény lehetővé teszi, hogy viszonylag megbízható előrejelzéseket készítsünk az eddig még nem létező alapanyag-kombinációkkal legyártható új műgyanták műszaki paramétereiről.

…

…
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**Künstliche Intelligenz in der Materialwissenschaft** ist ein stark wachsender Teilbereich der [künstlichen Intelligenz](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz) (KI), bei dem Daten dazu genutzt werden sollen um neue Materialien zu entdecken oder Forschende bei der Entdeckung dieser zu unterstützen.[[1]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-1)
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## **Daten in der Materialwissenschaft[**[**Bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&veaction=edit&section=1)**|**[**Quelltext bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&action=edit&section=1)**]**

In der [Materialwissenschaft](https://de.wikipedia.org/wiki/Materialwissenschaft_und_Werkstofftechnik) werden Daten primär durch [Experimente](https://de.wikipedia.org/wiki/Experiment) und [Computersimulationen](https://de.wikipedia.org/wiki/Simulation) gewonnen. Dabei entsteht eine große Menge an Daten und [Meta-Daten](https://de.wikipedia.org/wiki/Metadaten), die verarbeitet und abgespeichert werden müssen, um anschließend für die unterschiedlichen KI-Ansätze benutzt werden zu können.[[2]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-2) Da die Materialforschung einen starken interdisziplinären Charakter besitzt, werden Daten aus der [Physik](https://de.wikipedia.org/wiki/Physik), [Chemie](https://de.wikipedia.org/wiki/Chemie) und den [Ingenieurswissenschaften](https://de.wikipedia.org/wiki/Ingenieurwissenschaften) verwendet, aus diesem Grund sind die Datenquellen oft heterogen und es bedarf einer intensiven Vorverarbeitung.[[3]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-3) Aus diesem Grund ist das Teilen von Daten essentiell für die Forschung an KI in der Materialwissenschaft.

Diesem Teilen stehen allerdings mehrere Barrieren im Weg, die die breite Nutzung von KI in der Materialwissenschaft verhindern:[[4]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-4)

1. *Undurchsichtige Schlagworte*, die verhindern, dass ein typischer Materialwissenschaftler ohne Weiteres erkennen kann, wie datengestützte Methoden auf seine Arbeit angewendet werden könnten
2. *Eigenheiten der* von einzelnen Forschern bevorzugten *Datenverarbeitungsprozesse*
3. Eine *Vielzahl von Interessengruppen*, die oft widersprüchliche Ziele verfolgen und aus unterschiedlichen Forschungsbereichen stammen
4. *Begrenzte Verfügbarkeit* strukturierter Daten und vereinbarter Datenstandards
5. Ein *Mangel an klaren Anreizen* die eigenen Daten mit anderen zu teilen

Um diese Barrieren zu umgehen, gibt es in der Materialwissenschaft diverse Datenbanken, die ihre Daten der Öffentlichkeit zugänglich machen. Diese beschränken sich meistens auf einen Teilbereich der Materialwissenschaften und werden meist von der jeweiligen [wissenschaftlichen Community](https://de.wikipedia.org/wiki/Wissenschaftsgemeinde) instand gehalten. Ein Beispiel dafür ist [PoLyInfo](https://de.wikipedia.org/w/index.php?title=PoLyInfo&action=edit&redlink=1" \o "PoLyInfo (Seite nicht vorhanden)), eine Datenbank für [Polymer](https://de.wikipedia.org/wiki/Polymer)-Daten.[[5]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-5)

## **Einsatzmöglichkeiten[**[**Bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&veaction=edit&section=2)**|**[**Quelltext bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&action=edit&section=2)**]**

### Vorhersage von Materialeigenschaften**[**[**Bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&veaction=edit&section=3)**|**[**Quelltext bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&action=edit&section=3)**]**

Der Großteil der genutzten KI in der Materialwissenschaft dient der Vorhersage von Materialeigenschaften. Dabei werden in der Regel die Materialeigenschaften bereits aus Simulationen oder Experimenten bekannter Materialien als Input-Parameter in ein Machine-Learning-Modell gegeben. Dieses versucht dann durch eine Regression den Raum der noch unbekannten Materialien zu erschließen und ermöglicht es gezielt nach Materialien mit bestimmten Eigenschaften zu suchen, um diese anschließend zu synthetisieren. Oft genutzte Ansätze sind hierbei die [Bayes'sche Optimierung](https://de.wikipedia.org/wiki/Bayes%E2%80%99sche_Optimierung" \o "Bayes’sche Optimierung),[[6]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-6)[[7]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-7)[[8]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-8) [Support Vector Machines](https://de.wikipedia.org/wiki/Support_Vector_Machine) (SVM)[[9]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-9)[[10]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-10) oder [Random Forest Regressoren](https://de.wikipedia.org/wiki/Random_Forest).[[11]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-:0-11)[[12]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-12)

### Vorhersage neuer Materialien**[**[**Bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&veaction=edit&section=4)**|**[**Quelltext bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&action=edit&section=4)**]**

KI kann dazu genutzt werden völlig neue Materialien zu entdecken. Dabei geht es darum neue Materialien mit bestimmten Materialeigenschaften aus dem chemischen Weißraum, also völlig unerforschten Strukturräumen vorherzusagen. Diese Vorhersagen sind meist deutlich komplizierter als die bloße Vorhersage von Eigenschaften bestimmter Materialien und benötigen deswegen größere Datenmengen. Allerdings funktioniert ein Großteil der Vorhersagen neuer Materialien ähnlich wie die Vorhersage von Materialeigenschaften. Deswegen wurde die erste erfolgreiche Vorhersage eines neuen Materials aus dem chemischen Weißraum von einem [Random Forest Regressor](https://de.wikipedia.org/wiki/Random_Forest) geschafft.[[11]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-:0-11)

Neben Regressions-Ansätzen werden auch andere Methoden verwendet um neue Materialien vorherzusagen, die nicht über die Eigenschaften dieser Materialien funktionieren. So werden zum Beispiel [Convolutional Neural Networks](https://de.wikipedia.org/wiki/Convolutional_Neural_Network" \o "Convolutional Neural Network) (CNNs) dafür eingesetzt, Abbildungen der Struktur von Materialien zu analysieren um weitere mögliche Materialien mit ihren Strukturen vorherzusagen.[[13]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-13)

### Unterstützung von Experimenten**[**[**Bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&veaction=edit&section=5)**|**[**Quelltext bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&action=edit&section=5)**]**

KI wird außerdem noch dazu eingesetzt, Forschende bei Experimenten zu unterstützen und diese zu leiten. Dabei werden Ansätze mit KI mit [Adaptivem Materialdesign](https://de.wikipedia.org/wiki/Adaptives_Materialdesign), [High Throughput Experimentation](https://de.wikipedia.org/wiki/High_Throughput_Experimentation) und [Design of Experiments](https://de.wikipedia.org/wiki/Statistische_Versuchsplanung) kombiniert.

#### Adaptive Design**[**[**Bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&veaction=edit&section=6)**|**[**Quelltext bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&action=edit&section=6)**]**

Adaptive Design in der Materialwissenschaft versucht die experimentellen Unsicherheiten zu verringern, indem versucht wird vorherzusagen, welches Experiment als nächstes durchgeführt werden sollte.[[14]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-14) Dafür wird eine KI eingesetzt, die versucht die erwartete Verbesserung eines Parameters zu einem vorher definierten Ziel zu erhöhen und den Forschenden das Experiment mit der höchsten Verbesserung vorschlägt. Die Ergebnisse des Experiments werden dann wieder als Input der KI verwendet. Dadurch entsteht ein konstanter Feedback-Loop, der Experimente effizienter machen soll.

#### High Throughput Experimentation**[**[**Bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&veaction=edit&section=7)**|**[**Quelltext bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&action=edit&section=7)**]**

**→ *Hauptartikel:***[***High Throughput Experimentation***](https://de.wikipedia.org/wiki/High_Throughput_Experimentation)

Bei der High Throughput Experimentation werden sehr viele Experimente parallel durchgeführt, um schnell viele Daten zu generieren.[[15]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-15) Ziel ist es den optimalen Wert für einen bestimmten Parameter der Experimente zu finden. Diese optimalen Werte werden mit Hilfe der Daten und einer KI berechnet.

#### Design of Experiments**[**[**Bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&veaction=edit&section=8)**|**[**Quelltext bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&action=edit&section=8)**]**

**→ *Hauptartikel:***[***Design of Experiments***](https://de.wikipedia.org/wiki/Design_of_Experiments)

Design of Experiments (Auch Statistische Versuchsplanung genannt, ist in dem Feld allerdings als Design of Experiments geläufig) ist eine Methode zur Bestimmung der Zusammenhänge der Parameter eines Experiments.[[16]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-16) Dabei werden mithilfe von KI die Parameter und ihre Zusammenhänge analysiert und die besten Parameter für die Experimente vorhergesagt.

## **Validierung der Vorhersagen[**[**Bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&veaction=edit&section=9)**|**[**Quelltext bearbeiten**](https://de.wikipedia.org/w/index.php?title=K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft&action=edit&section=9)**]**

Während sich KI in der Materialwissenschaft immer weiter verbreitet, werden die meisten Modelle, die entwickelt werden, nicht validiert.[[17]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-17) Dies liegt daran, dass es für die Validierung eines KI-Modells sowohl Fachwissen in der Materialwissenschaft als auch in der KI geben muss, was selten ist.[[18]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-18) Außerdem ist es schwierig, Ergebnisse zu veröffentlichen, wenn sich die Voraussagen der KI nicht validieren lassen. Aus diesen Grund kann es sich als sinnvoll erweisen, die eigenen Ergebnisse unvalidiert zu veröffentlichen und sie von anderen, mit einer größeren Material-Expertise, validieren zu lassen.[[19]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-19)

Ein Ansatz, die Vorhersagen zu überprüfen, ohne ein Experiment oder eine aufwändige Simulation durchführen zu müssen, ist die [Gruppen-Kreuzvalidierung](https://de.wikipedia.org/wiki/Kreuzvalidierungsverfahren). Dabei werden die Materialien, die als Eingabe für die Modelle genutzt werden, nach ihren chemischen Strukturräumen getrennt.[[20]](https://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz_in_der_Materialwissenschaft#cite_note-20) Dadurch können die Voraussagen des Modells in einem Strukturraum in anderen Strukturräumen getestet und validiert werden. So kann sichergegangen werden, dass ein Modell allgemeine Voraussagen treffen kann.
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